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A B S T R A C T   

The most significant advantage of the group recommender system over personalization is the low computational 
cost because the former analyzes the preferences of many users at once by integrating their preferences. The 
clustering step is the most time-consuming part of the entire process in a group recommender system. Existing 
studies either measured the similarities among all users or utilized a clustering algorithm based on the item 
preference vector to form the groups. However, these existing clustering methods overlooked the clustering cost, 
and the time complexity was not significantly better than that for personalized recommendations. Therefore, we 
propose a group recommender system based on the genre preferences of users to dramatically reduce the clus
tering cost. First, we define a genre preference vector and cluster the groups using this vector. Our group 
recommender system can reduce the time complexity more efficiently because the number of genres is signifi
cantly smaller than the number of items. In addition, we propose a new item preference along with genre weight 
to subdivide the preferences of users. The evaluation results show that the genre-based group recommender 
system significantly improves the time efficiency in terms of clustering. Clustering time was about five times 
faster when using k-means. In addition, for the Gaussian mixture model (GMM), it was about fifty times faster in 
MovieLens 100 k and about five hundred times faster in Last.fm. The normalized discounted cumulative gain 
(NDCG) (i.e., accuracy) is not much different from that of the item-based existing studies and is even higher when 
the number of users is low in a group in MovieLens 100 k.   

1. Introduction 

A recommender system is mainly classified into personalized and 
group recommendations (Seo, 2018). In terms of using the set of users, a 
group recommendation can be similar to collaborative filtering in a 
personalized recommendation. However, there is a significant difference 
in whether the target of recommendation is a group or an individual. 
Collaborative filtering, which is the most popular approach in the 
personalized recommendation area, recommends items to each user 
based on other individuals who are found to have similar preferences 
(Seo et al., 2017; Jain et al., 2020). On the other hand, group recom
mendation forms a group consisting of a set of users with similar ten
dencies. As a consequence, all the users in a group receive the same 
recommendation results (Seo et al., 2018; Dara et al., 2019). 

There are several reasons for conducting group recommendation 

studies. First, most people perform many actions within a group of 
people who are intimate with them (Li et al., 2018) because human 
beings are social by nature (Masthoff, 2015). For example, people prefer 
to watch movies with their friends or families rather than watching 
alone. The same holds for going out to dinner at a restaurant or watching 
a sports game. Furthermore, the group recommender system has an 
advantage in terms of time efficiency when compared to personalization 
because calculating a large number of users is a time-consuming task 
(Boratto et al., 2016). 

For group recommendations, it is necessary to form a set of users 
with similar tendencies. This process is termed group clustering 
(Borattoet al., 2016), group identification (Seo et al., 2018), or com
munity detection (Boratto et al., 2009). Most studies have formed 
various groups based on the weighted user similarity network (WUSN) 
built by using the similarity measures among the users, such as the 
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Pearson correlation coefficient (PCC) and cosine similarity (COS) (Bal
trunas et al., 2010; Pujahari & Padmanabhan, 2015; Mahyar et al., 2017; 
Park & Nam, 2019; Sacharidis, 2019). However, this approach offers no 
obvious advantage over personalized recommendations because the 
time complexity of this approach is the same as that of the memory- 
based approach in collaborative filtering (Bobadilla et al., 2013). 
Some studies have utilized clustering algorithms such as k-means (Kim 
& Ahn, 2008; Boratto et al., 2016; Seo et al., 2018) and the Gaussian 
mixture model (GMM, Shental et al., 2004). They mainly utilized the 
item preference vectors to form groups. These clustering methods are 
much more efficient than WUSN, but the time complexity increases in 
proportion to the number of items. 

Clustering is an essential factor and the most time-consuming process 
in group recommendation. However, most studies have overlooked the 
time complexity of clustering despite the importance of minimizing it. 
They mainly utilized item preference vectors to form the groups (Boratto 
et al., 2016; Seo et al., 2018). Therefore, there is a simple way to reduce 
the clustering cost: use genre information because the number of genres 
is significantly smaller than the number of items. For example, in the 
MovieLens 100 k dataset1, the number of movies is 1,682, while the 
number of movie genres is 18. In addition, the number of genres is 
almost fixed, while the number of items continues to increase. There
fore, it is more beneficial to use genre preference than item preference in 
the group clustering step. 

In this study, we proposed a novel group recommender system using 
genre information to improve both efficiency and effectiveness. We 
mainly focused on how to reduce the clustering cost and formed groups 

based on a genre preference vector. In addition, we subdivided the 
rating and suggested a new measurement of item preference using genre 
preference as a weight. Most of the explicit ratings in the recommender 
system are skewed in positive ratings because the users tend to register 
positive ratings in general (Bobadilla et al.,2010). Thus, the recom
mendation results may not change significantly (Hurley & Zhang, 2011). 
Our granular item preference can guarantee the diversity of the results 
and improve the performance of a group recommender system. The 
main contributions of this study are as follows: 

Our group recommender system mainly focuses on the clustering 
step. We utilize the genre preference vector to form groups instead of the 
item preference vector. Therefore, we can dramatically reduce the 
clustering cost and increase the efficiency of the group recommender 
system. 

We also proposed a new item preference for users with a weight 
based on genre preference and utilized it as an input of the recommender 
system. Consequently, genre preference is the most necessary factor in 
our group recommender system. 

We computed the time taken for clustering to validate the efficiency 
of our group recommender system based on genre. Furthermore, we 
measured the accuracy of the recommendation results through the 
normalized discounted cumulative gain (NDCG). Experimental results 
indicated that genre preference affected both the efficiency and effec
tiveness of the group recommender system. 

The remainder of this paper is structured as follows. Section 2 ana
lyzes existing studies that focused on clustering. Section 3 explains our 
group recommender system based on genre preference in detail. In 
Section 4, we explain the comparative evaluation results. Finally, Sec
tion 5 presents a summary of this study as a conclusion and future study 
directions. 

2. Related work 

As shown in Table 1, we categorized existing studies into two types: 
clustering and group recommender algorithms. First, we analyzed 
whether they utilized genre preference in both steps as input. Then, we 
reviewed how to form groups in the clustering step. Finally, we inves
tigated which aggregation methods were used as the group recom
mender algorithms. The aggregation method is the most popular group 
recommender algorithm in group recommender system studies because 
of its effectiveness and efficiency (De Pessemier et al., 2014). The ag
gregation methods include additive utilitarian (AU) (Pujahari & Pad
manabhan, 2015; Boratto et al., 2016; Park & Nam, 2019), 
multiplicative (Mu) (Masthoff, 2015), average (Avg) (Baltrunas et al., 
2010; Guo et al., 2016; Mahyar et al., 2017), most pleasure (MP) 
(Pujahari & Padmanabhan, 2015; Boratto et al., 2016; Guo et al., 2016), 
simple count (SC) (Crossen et al., 2002), borda count (BC) (Baltrunas 
et al., 2010; Boratto et al., 2016; Guo et al., 2019; Sacharidis, 2019), 
average without misery (AwM) (McCarthy & Anagnost, 1998), least 
misery (LM) (Baltrunas et al., 2010; Pujahari & Padmanabhan, 2015; 
Boratto et al., 2016; Guo et al., 2016), and upward leveling (UL) (Seo 
et al., 2018). 

Some studies (McCarthy & Anagnost, 1998; Guo et al., 2016) utilized 
the genre preference or item preference with a weighted factor for the 
group recommender algorithm. In MusicFX, McCarthy & Anagnost 
(1998) measured the predicted rating of a group based on genre pref
erence. However, this system regarded all the users in a fitness center as 
one group instead of dividing the users with similar tastes into multiple 
groups. Guo et al. (2016) measured the social influence of users in a 
group based on personal attributes and relationships. The former 
element contained personality, expertise, and susceptibility, while the 
latter contained intimacy and preference similarities between users. The 
researchers created a new rating matrix by multiplying the social in
fluence matrix and rating matrix. Although their method subdivided the 
rating by adding the social influence to the ratings, they did not suggest 
a group clustering method such as MusicFX. 

Table 1 
Classification of existing group recommendation studies.   

Clustering Group recommender 
algorithm 

Input value Clustering 
Method 

Input value Aggregation 
method 

MusicFX ( 
McCarthy & 
Anagnost, 
1998) 

n/a n/a Genre 
preference 

AwM 

Guo et al. 
(2016) 

n/a n/a Item 
preference 
with social 
factor 

Avg, MP, LM 

Flytrap (Crossen 
et al., 2002) 

Genre 
information 
(not 
preference 
value) 

SN of genre Item 
preference 

SC 

Guo et al. 
(2019) 

Item 
preference 

Random Item 
preference 

BC 

Baltrunas 
(2010) 

Item 
preference 

WUSN 
(PCC) 

Item 
preference 

Avg, LM, BC 

Pujahari & 
Padmanabhan 
(2015) 

Item 
preference 

WUSN 
(PCC) 

Item 
preference 

AU, MP, LM 

Mahyar et al. 
(2017) 

Item 
preference 

WUSN 
(COS, BS) 

Item 
preference 

(Weighted) 
Avg 

Park & Nam 
(2019) 

Item 
preference 

WUSN 
(PCC, COS) 

Item 
preference 

AU 

Sacharidis 
(2019) 

Item 
preference 

WUSN 
(PCC) 

Item 
preference 

BC (Pareto 
optimal), Avg 

Kim & Ahn 
(2008) 

Feature of 
users 

GA k- 
means 
clustering 

n/a n/a 

Boratto et al. 
(2016) 

Item 
preference 

k-means 
clustering 

Item 
preference 

AU, AV, BC, 
LM, MP 

Seo et al. (2018) Item 
preference 

k-means 
clustering 

Item 
preference 

UL  

1 https://grouplens.org/datasets/movielens/ 
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Clustering is an essential step in a group recommender system. Most 
studies (Crossen et al., 2002; Baltrunas et al., 2010; Pujahari & Pad
manabhan, 2015; Mahyar et al., 2017; Guo et al., 2019; Park & Nam, 
2019; Sacharidis, 2019) constructed a similarity network (SN) to form 
groups of users or items. Flytrap (Crossen et al., 2002) measured the 
similarity between genres to construct a network. It calculated the group 
preference to utilize a voting mechanism that allowed users to vote for 
their favorite music. However, in Flytrap, Crossen et al. (2002) ignored 
the clustering step based on user preference. Guo et al. (2019) estab
lished a relationship among the items to compare all ratings of a user. 
Then, they measured new item ratings by utilizing the ELM model. They 
simply grouped the users randomly and did not consider the clustering 
process. Baltrunas et al. (2010) proposed the NDCG metric for group 
recommendation, which was the main goal of the study. They compared 
all item preference rated by both the target user and his/her neighbor to 
calculate the similarities between them using PCC. Then, the researchers 
constructed a WUSN based on similarity to cluster the groups. 
Furthermore, they evaluated the effectiveness of several aggregation 
methods based on item preferences. Pujahari & Padmanabhan (2015) 
measured the similarity by using PCC between items and users to 
calculate user preferences. They measured the group preference by 
applying the user preferences as the inputs to the group recommender 
algorithm, which is a combination of several aggregation methods. 
However, they could not maximize the advantage of group recommen
dation because they measured the user preferences based on the 
personalized recommendation technique. Mahyar et al. (2017) applied 
the betweenness centrality, which is a group theory, to group recom
mendations. They first measured the similarity between users based on 
COS and Bayesian similarity (BS) to calculate the betweenness centrality 
and constructed a WUSN. Then, they computed the group preferences 
based on a weighted average. The ratings of highly influential users 
significantly affected the group preference because this approach uti
lized betweenness centrality as a weight. Park & Nam (2019) developed 
a group recommender system for an offline store with a physical pres
ence and not for online services. They applied memory-based collabo
rative filtering, which is a traditional personalized recommender system 
method, to group recommendations. They measured the similarities 
between stores and formed store groups that had similar tendencies. 
Finally, they determined the recommendation results as a sum of the 
similarities among stores for an item. Sacharidis (2019) proposed a 
group recommendation method to present satisfactory recommendation 
results to a large number of users in a group based on the Pareto optimal. 
He utilized the rank of the items as a vector and applied it to the Pareto 
optimal. In addition, he assigned the average of ratings as a weight to 
each vector. The WUSN might be an accurate method to cluster a group, 
but there are many disadvantages. First, the cost is high because WUSN 
compares all relationships between users or items to construct a 
network. Furthermore, this method is almost the same as memory-based 

collaborative filtering in personalized recommendation. Therefore, the 
advantage of the group recommendation disappears when we use WUSN 
in the clustering step. 

We can reduce the overall cost of group recommendation by utilizing 
a clustering algorithm with regard to WUSN. Thus, some studies (Kim & 
Ahn, 2008; Boratto et al., 2016; Seo et al., 2018) formed groups using 
the k-means clustering algorithm. Kim & Ahn (2008) used a genetic 
algorithm (GA) to optimize the k-means algorithm and defined the new 
group clustering algorithm as GA k-means clustering. In addition, they 
proposed an effective market segment method by applying several fea
tures of users to the GA k-means clustering. They classified many users 
into a small number of groups, but they did not provide recommenda
tion results to the groups. Meanwhile, Boratto et al. (2016) and Seo et al. 
(2018) utilized the k-means clustering algorithm to cluster groups based 
on item preference vectors. However, they did not use the genre pref
erence in either the group clustering or group algorithm. Furthermore, 
although there exist more effective clustering algorithms than k-means 
such as density-based spatial clustering of applications with noise 
(DBSCAN) and GMM, no studies have applied them to form groups. 

As described in existing studies (McCarthy & Anagnost, 1998; 
Crossen et al., 2002; Kim & Ahn, 2008; Baltrunas et al., 2010; Pujahari & 
Padmanabhan, 2015; Boratto et al., 2016; Guo et al., 2016, 2019; 
Mahyar et al., 2017; Seo et al., 2018; Park & Nam, 2019; Sacharidis, 
2019), few researchers have considered the genre preference (McCarthy 
& Anagnost, 1998; Crossen et al., 2002). In other words, almost all 
studies ignored the usage of genre preference and focused instead on the 
item preference to cluster a group of users and measure the predicted 
group preference. Several personalized recommendation studies utilized 
genre preference as a principal factor in the recommender system (Choi 
et al., 2012; Qian et al., 2014); however, the influence of genre prefer
ence is relatively low in the field of group recommendation. 

In contrast to existing studies, we regarded genre preference as the 
most crucial factor of group recommendation. First, we formed groups 
based on a genre preference vector to reduce the time complexity and 
the cost of clustering. We also utilized GMM, which was not used in 
existing studies, as well as k-means clustering algorithm. Finally, we 
measured new item preference by using genre preference as a weight. 

3. Methodology 

This study focuses on genre preference in group recommendations. 
We proposed a framework for a group recommender system to achieve 
our goal, as shown in Fig. 1. 

We utilized MovieLens and Last.fm2, which are representative 
datasets in the movie and music domains. First, we measured the 
average preferences of each genre according to the item preferences of 
users, and generated genre preference vectors for all users. In the second 
step, we utilized the k-means clustering algorithm (Hartigan & Wong, 

Fig. 1. Framework for proposed group recommendation focusing on genre preference.  
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1979) and GMM (Shental et al., 2004) to cluster the groups of users 
based on the genre preference vectors. In the third step, we measured the 
weighted value of the genre. We also proposed a new item preference for 
users by adding the weighted value to the rating. Finally, we applied the 
new item preference to several existing aggregation methods to estimate 
the group preference. 

4. Notations 

Table 2 summarizes the notations used in this study. We classified 
them by subchapter.In this study, we utilized two datasets, MovieLens 
and Last.fm. Therefore, certain notations were used differently for each 
dataset. Movielens has an explicit rating ranging from 1 to 5, so we used 
ru,i as is. We set θ to 4 because many studies regarded a rating of 4 or 
higher as a positive. In addition, we calculated ŵu,gen based on min–max 
normalization. The maximum and minimum values were 5 and 1, 
respectively. On the other hand, Last.fm has an implicit rating scale. The 
rating is the number of times a user has listened to a specific artist’s song 
and ranges from 1 to 352,698. Because of its wide range, we used ru,i as 
ln(ru,i +1) in Last.fm. We set θ as the average rating of each user and 
utilized the max and min values of each user in the min–max 
normalization. 

4.1. Group clustering based on genre preference vector 

We utilized the genre preference of users in a group instead of the 
item preference to cluster the groups, because the number of genres is 
significantly lower than the number of items. For example, in the 

MovieLens 100 k data, the number of items is approximately 93 times 
that of the number of genres. Therefore, it is efficient (i.e., computation 
cost) to cluster groups according to genre preferences rather than item 
preferences. 

A genre is a vital element in this study, so we defined various values 
related to it before clustering the group. First, we defined the set of 
genres as Gen. If N genres are included in the recommender system and 
each genre represents genk(wherek = 1, ⋯, N), then Gen is defined as 
follows: 

Gen = { gen1, gen2, ⋯, genN }

To calculate the genre preference value, we had to determine the 
genres that are included in item i and rated by user u. Therefore, we 
defined an item-genre vector igen, which indicates whether item i belongs 
to genk as follows: 

igenk =

{
1 ifiisbelongtogenk
0 else 

Then, item-genre vector igen can be defined as follows: 

igen =
(

igen1 , igen2 , ⋯, igenN

)

The genre preference is calculated as the average of all ratings for i 
related to genk by using item-genre vectors and item preference values. 
Then, the genre preference of user i for genk is defined as per Eq. (1): 

ru,genk =

∑
i∈Iu

ru,i∙igenk∑
i∈Iu

igenk

(1) 

Then, we generated the genre preference vector ru,gen with N com
ponents based on the measured genre preference values. This is defined 
as follows: 

ru,gen =
(

ru,gen1 , ru,gen2 , ⋯, ru,genN

)

In this study, we clustered the groups of all users using k-means 
(Hartigan & Wong, 1979; ; Arthur & Vassilvitskii, 2007) and GMM 
clustering algorithms (Shental et al., 2004). Clustering algorithms are 
much better in terms of efficiency (i.e., time complexity) because they 
can detect the group automatically and quickly when compared to the 
WUSN methods (Seo et al., 2018). K-means can be applied to almost all 
types of data (Raykov et al., 2016) and is the most popular clustering 
algorithm in the recommender system (Amatriain et al., 2011; Haf
shejani et al., 2018). GMM is more flexible than k-means, and often 
produces better clustering results (Shental et al., 2004). However, 
existing group recommender systems do not use GMM. Thus, we utilized 
GMM as well as k-means to derive better recommendation results for 
users in a group. 

4.2. Fine-grained item preference based on genre weight 

ru,i was generally obtained by explicit scale ratings (i.e., ranging from 
1 to 5) or binary ratings (i.e., positive or negative) in most recommender 
systems. In such situations, users did not have a wide range of choice for 
ratings. In addition, they tend to provide a rating when their preference 
for items is positive (Bobadilla et al., 2010). As a result, the distribution 
of ratings in the recommender system was often skewed to positive 
ratings, such as 4 and 5 in scale ratings or positive in binary ratings. In 
other words, many items rated by users had the same rating. 

If a user u provides the same rating to two items i1 and i2, this may 
not mean that the user’s degree of preference for them is the same. The 
existing rating scale systems have difficulty when measuring the fine- 
grained degrees of item preferences. Although Zhao et al. (2017) 
considered the closeness of the relationship between users and items as 
the weight of the rating, we require a method for fine-grained mea
surement of item preferences. 

Most studies have used item preference as the input value not only to 
calculate the predicted preference value of users for items but also to 

Table 2 
Notations used in this paper.   

Notation Description 

Common symbol N  Number of genres 
u  A user 
g  A group 
i  An item 
θ  Threshold  

Genre preference vector ru,i  An item preference ofu  
Gen  Set of genres 
igen  Item-genre vector 
Iu  Set of items rated byu  
ru,genk  

Genre preference 
ru,gen  Genre preference vector  

Fine-grained item preference 
based on genre weight 

wu,gen  Genre weight 

ŵu,gen  Normalized genre weight 

pu,i  Fine-grained item preference  

Group recommender 
algorithm 

pg,i  Group preference 

pAU
g,i  Group preference based on AU 

pMu
g,i  Group preference based on Mu 

pLM
g,i  Group preference based on LM 

pMP
g,i  Group preference based on MP 

pSC
g,i  Group preference based on SC 

cSC
u,i  A variable that determines whether ru,i 

is null or not  

pAV
g,i  Group preference based on AV 

cAV
u,i  A variable that determines whether ru,i 

exceeds a certain threshold (θ) or not  

pBC
g,i  Group preference based on BC 

ranku,i  Ranking score of i foru  

pDev
g,i  Group preference based on deviation 

(Dev) 
pAvg

g,i  
Group preference based on Avg 

pUL
g,i  Group preference based on UL  
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measure the evaluation metric in recommender systems. This includes 
root mean squared error (RMSE), mean absolute error (MAE), and 
NDCG. Generally, recommendation results are provided to users 
through predicted preference values. The effectiveness of the recom
mender system was validated through evaluation metrics. If we use a 
new fine-grained item preference of users as an input value, then we can 
provide accurate recommendation results to users when compared to 
using the existing preference values. In addition, this can estimate more 
accurate effectiveness by using it as the input of the evaluation metric. 

In this study, we assumed that the degree of item preferences for 
users could vary depending on their genre preferences. Therefore, we 
added the genre weight of users to the rating to measure the fine-grained 
item preference. The genre weight of a user u is computed by the dot 
product of two vectors, igen and ru,gen. This can be defined as per Eq. (2). 

wu,gen =
igen∙ru,gen
∑

k∈N igenk

(2) 

A higher genre weight can impact existing ratings. For example, we 
can judge that an item with a 4-point is lower in the preference of users 
when compared to a 5-point. However, if the genre weight has a great 
effect on the preference value, a 4-point item may have a higher pref
erence than a 5-point item. To avoid this circumstance, we normalized 
wu,gen in the range of 0 to 1. Thus, the new item preference pu,i that in
cludes the genre weight can be defined as per Eq. (3). 

pu,i = ŵu,gen + ru,i (3)  

4.3. Group recommendation based on aggregation method 

For group recommendation, most studies have used the aggregation 
method to calculate the predicted group preference. The main objective 
of this method is to provide recommendation results that satisfy the 
maximum possible number of group users. In this section, we explain 
how to calculate pg,i for popular aggregation methods such as AU, Mu, 
LM, MP, SC, AV, AwM, BC, and UL. We utilized them as a group 
recommender algorithm in this study. 

AU (Pujahari & Padmanabhan, 2015; Boratto et al., 2016; Park & 
Nam, 2019) and Mu (Masthoff, 2015) are methods that add and multiply 
the preferences of all users in a group, respectively, to calculate pg,i as 
defined in Eq. (4) and Eq. (5). 

pAU
g,i =

∑

u∈g
pu,i (4)  

pMu
g,i =

∏

u∈g
pu,i (5) 

The lowest and highest ratings in a group are regarded as pg,i in the 
LM (Baltrunas et al., 2010; Pujahari & Padmanabhan, 2015; Boratto 
et al., 2016; Guo et al., 2016) and MP (Pujahari & Padmanabhan, 2015; 
Boratto et al., 2016; Guoet al., 2016), respectively as defined in Eq. (6) 
and Eq. (7). 

pLM
g,i = min

u∈g
pu,i (6)  

pMP
g,i = max

u∈g
pu,i (7) 

SC (Crossen et al., 2002) and AV (Boratto et al., 2016) are counting 
methods. The SC method counts all ratings as defined in Eq. (8), and the 
AV method counts all positive ratings as defined in Eq. (9) (i.e., all 
ratings above a certain threshold θ). 

cSC
u,i =

{
1 if ru,i ∕= null

0 else

pSC
g,i =

∑

u∈g
cu,i

(8)  

cAV
u,i =

{
1 if ru,i ≥ θ

0 else

pAV
g,i =

∑

u∈g
cu,i

(9) 

AwM (McCarthy & Anagnost, 1998) is a special Avg method. If there 
is a negative rating in the ratings of all group users, then pg,i is regarded 
as zero. The AwM method is defined as per Eq. (10). 

pAwM
g,i =

{
pAvg

g,i if allru,i ≥ θ
0 else

(10) 

BC (Baltrunas et al., 2010; Boratto et al., 2016; Guo et al., 2019; 
Sacharidis, 2019) is based on the ranking priority and calculates pg,i to 
provide a high score to a high-ranking item. Table 3 shows an example of 
the BC calculation. 

pBC
g,i is the sum of the rank priority rating as per Eq. (11). 

pBC
g,i =

∑

u∈g
ranku,i (11) 

UL (Seo et al., 2018) is the most recent aggregation method. It 
considers the deviation as the most important factor and is calculated by 
Eq. (12). α, β, and γ are the weights that represent the relative impor
tance of pAvg

g,i , pAV
g,i , and pDev

g,i . UL can satisfy many group users when 
compared to other aggregation methods. 

pDev
g,i = 1 −

∑

u∈g

(
pAvg

g,i − ru,i
)2

N

pUL
g,i = αpAvg

g,i + βpAV
g,i + γpDev

g,i

(α + β + γ = 1)

(12)  

5. Experiment and evaluation 

In this section, we verified the superiority of the proposed group 
recommender system by focusing on the genre preference when 
compared to those focusing on item preference. First, we compared the 
efficiency by measuring the time taken for group clustering. In addition, 
NDCG was used as the evaluation metric to validate the effectiveness of 
the proposed group recommender system. 

5.1. Dataset 

In this study, we validated the superiority of the proposed group 

Table 3 
Example of BC calculation. All elements in this table represent “ru,i (ranku,i).”   

i1  i2  i3  i4  i5  

u1  5 (4) 5 (4) 4 (2) 4 (2) 2 (1) 
u2  2 (1) 4 (3) 3 (2) 5 (4) 5 (4) 
u3  4 (3) 4 (3) 2 (2) 1 (1) 5 (5) 

pBC
g,i  8 10 6 7 10  

Table 4 
Experimental datasets.   

Domain #users #items #genres Type of ratings 

MovieLens 
100 k 

Movie 943 1,682 18 Scale rating (ranging 
from 1 to 5) 

MovieLens 
25 M 

Movie 1,625 62,423 19 Scale rating (ranging 
from 1 to 5) 

Last.fm Music 1,889 10,663 174 Implicit rating (Song 
heard)  
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recommender system by using the MovieLens 100 k, MovieLens 25 M, 
and Last.fm datasets. They are the most well-known datasets and were 
widely used in the latest recommender system studies (Seo et al., 2018; 
Nozari & Koohi, 2020; Wang et al., 2020). 

Table 4 shows a detailed description of the experimental datasets. 
We considered the genre data as an essential factor in this study. The 
number of genres in MovieLens 100 k is 18 (i.e., action, adventure, 
animation, children’s, comedy, crime, documentary, drama, fantasy, 
film noir, horror, musical, mystery, romance, sci-fi, thriller, war, and 
western), and IMAX genre is added in MovieLens 25 M. In MovieLens 25 
M, it has a too large matrix size, so the density of ratings is too low, about 
0.24%. On the other hand, MovieLens 100 k is about 6.3%. Therefore, 
we used 1% of users randomly sampled in MovieLens 25 M instead of 
using all of them. The Last.fm dataset provides a genre as a tag. In this 
study, we used only popular tags in the Last.fm that were selected for 
more than 100 users because there were too many overlapping tags. 

5.2. Experimental setup 

In this study, we conducted fivefold cross-validation to evaluate the 
proposed group recommender system focusing on the genre preference. 
Fig. 2 shows a comparative experiment that aims to measure both effi
ciency and effectiveness. 

In the training phase, we generated the genre preference vectors and 
clustered a group of users using the training data. Furthermore, to 
measure the efficiency, we compared the time taken for group clustering 
by using the group vectors with that by using the item vectors. In the test 
phase, we first calculated a new item preference based on the genre 
weight of users, and applied it to various aggregation methods, such as 
AU, Mu, LM, MP, SC, AV, AwM, BC, and UL, to measure the predicted 
group preference. Finally, we computed the effectiveness of our group 
recommender system by using the NDCG. In MovieLens 25 M, unlike 
other data sets, we selected 1% of users randomly, so we performed the 
cross-validations 5 times and measured the average NDCG values. 

In this study, we utilized k-means and GMM to form the groups. 
Therefore, we examined baseline studies that used the clustering algo
rithm (Boratto et al., 2016; Seo et al., 2018) and not WUSN (Baltrunas, 

2010; Pujahari & Padmanabhan, 2015; Mahyar et al., 2017; Park & 
Nam, 2019; Sacharidis, 2019). We compared the two cases: one where 
the groups were clustered by the genre preference vectors and another 
by the item preference vectors. The former is the proposed method, and 
the latter is from existing baseline studies (Boratto et al., 2016; Seo et al., 
2018). In addition, we analyzed the change in effectiveness when adding 
the genre weight to the existing item preference. 

5.3. Experimental results 

First, we evaluated the efficiency of measuring the time taken for 
group clustering while using the genre preference vector or item pref
erence vector according to the number of groups (k). We implemented a 
prototype of group recommendation using Python 3.6 to evaluate the 
efficiency based on the scikit-learn library7. Table 5 lists the specifica
tions of the hardware environment. 

The factors that affected the time complexity in the k-means and 
GMM clustering algorithms were k, the number of vectors (v), and the 
dimension of the vector (d) (Hartigan & Wong, 1979). v is the same as 
the number of users and does not change. Therefore, the execution time 
for group clustering varies depending on k and d. 

As shown in Fig. 3, it is evident that the execution time increases by 
approximately two times when the number of groups doubles for cases 
that use the genre and item preference vectors. Furthermore, the time 
required for group clustering using the genre preference vector is 
significantly lower than that for the item preference vector because the 
number of items is much higher than the number of genres. Clustering 
time was about two to ten times faster when using k-means in all 
datasets. In addition, for GMM, it was about twenty to eighty times faster 

Fig. 2. Comparative evaluation process to measure efficiency and effectiveness.  

Table 5 
Hardware environment to measure efficiency.  

CPU GPU Ram OS 
Model Clock #Cores 
Intel Xeon E5- 

2620 v4 
2.1 
GHz 

16 NVIDIA GeForce 
RTX 2080Ti 

16 
GB 

Window 10 
Pro  
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Fig. 3. Comparison of efficiency in measuring time taken for group clustering.  
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Fig. 4a. Comparative evaluation to measure effectiveness based on MovieLens 100 k (n corresponds to 10, x-axis and y-axis are NDCG and number of groups).  
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Fig. 4b. Comparative evaluation to measure effectiveness based on MovieLens 25 M (n corresponds to 10, x-axis and y-axis are NDCG and number of groups).  
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Fig. 4c. Comparative evaluation to measure effectiveness based on Last.fm (n corresponds to 10, x-axis and y-axis are NDCG and number of groups).  
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Fig. 5a. Comparative evaluation to measure effectiveness based on MovieLens 100 k (n corresponds to 20, x-axis and y-axis are NDCG and number of groups).  
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Fig. 5b. Comparative evaluation to measure effectiveness based on MovieLens 25 M(n corresponds to 20, x-axis and y-axis are NDCG and number of groups).  
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Fig. 5c. Comparative evaluation to measure effectiveness based on Last.fm (n corresponds to 20, x-axis and y-axis are NDCG and number of groups).  
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in MovieLens 100 k and about a hundred to a thousand times faster in 
Last.fm. Therefore, we verify that using the genre preference vectors can 
reduce the time required to form groups. Comparing the two clustering 
algorithms, the time complexity of k-means is linear [i.e., O(vkd)] 
(Arthur & Vassilvitskii, 2006), whereas the GMM is quadratic [i.e., O 
(vkd2)] (Bishop, 2006). Therefore, clustering using GMM with the item 
preference vector as an input value took a particularly long time. In the 
case of MovieLens 25 M, this dataset has a large number of items, so we 
set the ‘covariance_type’ which is one of the parameters of ‘sklearn. 
mixture.GaussianMixture’ as ‘diag’ rather than as default ‘full’. There
fore, the time efficiency of GMM in this case cannot be directly 
compared with the other datasets and the k-means. 

We measured the effectiveness of the group recommender system 
based on genre preference by NDCG because it is the most popular 
evaluation metric for group recommendation (Baltrunas et al., 2010). In 
group recommender systems, NDCG is calculated based on two as
sumptions: 1) high-ranked items are more useful to the group than low- 
ranked items, and 2) the lower the number of low-ranked items, the 
more useful items are to the group. To measure NDCG, we calculate both 
the DCG and the ideal DCG (IDCG). DCG is the total gain accumulated 
for the top-ranked n items and is defined as per Eq. (13). 

DCGg =
1
|g|

∑

u∈g

(

ru,t1 +
∑n

j=1

ru,tj

log2j

)

(13) 

t1,⋯, tn represents the index of ranked items based on pg,i. Therefore, 
ru,tj represents the actual rating of user u for the jth ranked item. In this 
study, we set n as 10 and 20. IDCG is an ideal case of DCG; in other 
words, it is the DCG of the perfect ranking. This can be defined as per Eq. 
(14). 

IDCGg = max
(
DCGg

)
(14) 

Finally, NDCG is calculated by dividing DCG by IDCG. This is defined 
as per Eq. (15). 

NDCGg =
DCGg

IDCGg
(15) 

Figs. 4a, 4b, 4c (i.e., n = 10) and 5 (i.e., n = 20) show the overall 
effectiveness of the group recommender system based on the genre 
preference or the item preference when the datasets are (a) MovieLens 
100 k, (b) MovieLens 25 M, and (c) Last.fm. 

We analyzed the results of the effectiveness evaluation based on four 
criteria: 

Is there a significant difference in accuracy when clustering using 
genre preference vectors (ru,gen) in group recommendation compared to 
using item preference vectors? 

Is the accuracy of using a new item preference (pu,i) as the input value 
of the group recommendation system higher than that when using an 
existing preference (ru,i)? 

Which aggregation method is more accurate when using genre 
information? 

For which clustering algorithm (k-means or GMM) is the accuracy of 
the group recommendation system higher? 

First, we compared the accuracy of the group recommender systems 
that use genre preference vectors or item preference vectors for group 
clustering. As shown in Figs. 4a, 4b, 4c and Figs. 5a, 5b, 5c, the differ
ence between the overall NDCG values of group clustering based on two 
vectors is not very significant or is almost similar in MovieLens 100 k 
and Last.fm datasets. In particular, if the number of users in a group is 
low in MovieLens 100 k, then the accuracy of the group recommenda
tion is higher when group clustering is performed based on the genre 
preference vector (i.e., in cases where “n = 10 and k = 128” and “n =

20 and k = 128”). In the case of Last.fm, when using k-means, the 
overall NDCG value is low, but the clustering cost is much more efficient. 
In MovieLens 25 M, when the number of groups is small (i.e., “k = 8 and 
k = 16), the difference between accuracies is almost similar. And, in the 

other cases (i.e., “k = 32, k = 64, and k = 128), the overall accuracy of 
the method clustered by the genre vector is lower than the method 
clustered by the item vector. However, compared to the time in
efficiency of clustering, the difference in accuracy is relatively insig
nificant. Therefore, we conclude that the overall performance of the 
genre preference vector is better when considering both time complexity 
(i.e., efficiency) and accuracy (i.e., effectiveness). 

Second, we compared the accuracies when the proposed preference 
(pu,i) and the existing preference (ru,i) are used in group recommenda
tions. As shown in Figs. 4a, 4b, 4c and Figs. 5a, 5b, 5c, the proposed 
preference that considers the genre weight is accurate in MovieLens 100 
k except for a few cases such as “BC in n = 10 and k = 64” and “BC in n =
20 and k = 64” for k-means, and “AwM in n = 10 and k = 32,” “BC in n =
10 and k = 128,” “BC in n = 20 and k = 64,” and “BC in n = 20 and k =
128” for GMM. In MovieLens 25 M, the accuracy of the proposed pref
erence is higher than the existing one in all cases. According to these 
results, we can analyze the advantage of subdividing the explicit ratings 
based on genre weight from two aspects: 1) the accuracy of recom
mendations increases, and 2) we can measure the evaluation metric, 
especially NDCG, more accurately. However, in the case of Last.fm, 
there is no significant difference in accuracy between both ratings. In 
other words, NDCG values are almost similar. Last.fm is an implicit 
rating system, so ratings are not skewed in a specific value. Therefore, 
the influence of genre weight is insignificant compared to MovieLens. 

Third, we compared the accuracies of the aggregation methods based 
on the genre preference value. In the case of MovieLens 100 k, the UL, 
Mu, BC, and LM methods outperform the other methods, except when 
the accuracy of the AwM method was the highest (i.e., “n = 20 and k =
128 in genre-based clustering using the proposed preference value 
having genre weight”). For the UL and Mu methods, it was proven that 
their effectiveness was higher than those of other aggregation methods 
in existing studies (Masthoff, 2015; Seo et al., 2018). Similarly, in this 
study, we verified that the use of these methods in a group recommender 
system based on genre preference guarantees high effectiveness. BC is an 
aggregation method that was highly effective in existing studies (Bal
trunas et al., 2010; Boratto et al., 2016; Seo et al., 2018) but does not 
guarantee the highest effectiveness. However, we used the weighted 
preference value in this study so that the preference values of users for 
items could be sorted more precisely. This means that the accuracy of 
the method that ranks the item is increased; therefore, the BC method 
can show high effectiveness in the group recommender system based on 
our preference value with genre weight. In addition, the LM method 
outperformed the other methods when using GMM, although its accu
racy was slightly lower than that of the UL and BC methods. In a pre
vious study (Baltrunas et al., 2010), the performance of the LM method 
was observed to be good when clustering groups using WUSN. On the 
other hand, in MovieLens 25 M, the number of items increased 
compared to MovieLens 100 k. So, the popular movies had a lot of in
fluence on the results of the group recommendation. In other words, the 
overall performance of the methods of giving weight to items with a 
large number of ratings in a group, such as SC, AV, and, AU were high. 
Furthermore, we confirmed that UL and Mu showed high performance 
as in MovieLens 100 K. However, LM and BC did not because they do not 
consider the popularity of items. Finally, in Last.fm, the NDCG values of 
all methods are not significantly different, but BC has particularly high 
accuracy. Since Last.fm is an implicit rating system, the user ratings for 
each item are almost different. Therefore, when sorting according to the 
rating, the ranking score can be measured more accurately than the 
explicit rating because tie processing is not required. As shown in the 
results of the three datasets, the best aggregation methods are different. 
In other words, we proved an optimal aggregation method for group 
recommendations to ensure high accuracy across all domains did not 
exist yet. 

Finally, we compared GMM and k-means. Unlike k-means, GMM was 
not used to cluster groups in existing group recommendations despite its 
efficiency. In this study, we utilized GMM as well as k-means and 
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Fig. 6. The average NDCG@10 for each group with a 95% confidence interval based on a MovieLens 100 k u1 dataset (The x-axis and y-axis mean each group 
and NDCG). 
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analyzed the accuracy of the aggregation method based on GMM. As 
shown in Figs. 4a, 4b, 4c and Figs. 5a, 5b, 5c, we confirmed that GMM 
was slightly more accurate than k-means in MovieLens 100 k and 25 M, 
but there was no significant difference. In addition, in the case of Last. 
fm, the accuracy is almost similar in both cases. Therefore, clustering 
algorithm did not have a significant impact on the overall performance 
in group recommendations. 

Following the efficiency (i.e., Fig. 3) and effectiveness (i.e., Figs. 4a, 
4b, 4c and Figs. 5a, 5b, 5c) experiments, we analyzed the distribution of 
users’ satisfaction within a group to verify the correlation between a 
group’s NDCG value and the individuals’ NDCG values in that group. We 
only considered a case of forming 8 groups using an u1 dataset of 
MovieLens 100 k and measured the average NDCG for each group with a 
95% confidence interval, as shown in Fig. 6. In addition, we analyzed 
only the cases of Mu, LM, BC, and UL, which showed excellent perfor
mance in MovieLens 100 k. 

First, we confirmed that the NDCG distribution of the GMM was more 
even than the k-means. In k-means clustering based on item preference 
vector, there is only one user in g8 (i.e., 8th group). In that case, we 
could not measure the mean and standard deviation because the ag
gregation method cannot be applied in g8. According to these results, we 
verify that GMM is more suitable than k-means for the group recom
mender system. 

And then, we compared the results of Mu, LM, BC, and UL. Mu and 
UL had higher NDCG values and more even distribution compared to 
other methods. The average NDCG among groups and the users’ NDCG 
within each group are evenly distributed. Mu gives weight to high rating 
and penalty to low rating due to the nature of multiply. This charac
teristic guarantees high performance with evenly distributed. Further, 
we can explain the even distribution of UL’s NDCG results because UL 
uses a deviation as an essential factor. And then, there are wide de
viations in the NDCG values of BC compared to other methods. BC is a 
ranking-based method, so individual user tendency influences group 
recommendation results. As a result, the average of each group’s NDCG 
and the users’ NDCG in a group have a high deviation. Finally, LM did 
not have high performance, but when clustered with GMM, the devia
tion appeared evenly. LM is a method of considering the standard de
viation despite not using it directly. The lowest rating of an item within a 
group being high means the average is high with low variance. 

6. Conclusions 

In this study, we proposed a group recommender system based on 
genre preference. First, we defined the genre preference vector and 
formed groups using this vector. In existing studies, group clustering was 
performed using the item preference vectors, and therefore the cost of 
clustering the groups was higher than when compared to that when 
using the genre preference vectors. We evaluated the efficiency by 
measuring the time required for group clustering and verified that the 
time required was significantly reduced when using the genre preference 
vector. In addition, we concluded that the accuracy of the case where 
groups are clustered by genre preference was not significantly different 
from the accuracy of the existing clustering method based on the item 
preference. Second, we measured the genre weight by using the genre 
preference vector and utilized this weight as a weighted value of the 
item preference. As a result, the item preference of users can be fine- 
grained such that it is possible to differentiate the ratings which are 
skewed in positive. In addition, we validated that using our proposed 
preference resulted in higher accuracy than using the existing preference 
in group recommendation based on explicit preference. 

We will propose a new aggregation method suitable for a genre- 
based group recommender system to increase the effectiveness and ac
curacy in our future studies. In existing studies, including ours, it is 
difficult to cluster groups on a highly large-scale matrix data set. 
Therefore, we will also design an efficient group clustering method for a 
large-scale matrix to apply it to the actual recommendation service. 

Finally, we will study how to reduce the distribution of users’ accuracy 
within a group and how to normalize aggregation methods to optimize 
the group recommendation results with other metrics such as RMSE. 
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